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ABSTRACT 
This article provided a detailed analysis and discussion on the key points that 

affect the calibration accuracy of binocular cameras. A planar calibration 

board based on solid dot marker guided matching was designed, and its 

superiority over traditional calibration boards through experiments were 

verified. At the same time, an improved camera calibration method based 

on two-step RANSAC algorithm was proposed. The calibration flow of 

binocular camera was designed for the improved calibration method. This 

method solves the problem of difficult target size calibration in images, while 

it has broad application prospects in the fields of online measurement of 

image targets and small target image recognition. 

1. INTRODUCTION
In recent years, the rapid development of computer vision has gradually been applied in fields 
such as industrial automation, agricultural product picking, national defense aerospace, 
biomedicine, etc. Visual measurement has a wide range of application prospects. Many 
domestic and foreign enterprises, universities and scholars have conducted in-depth research 
in the field of visual measurement. Many of them achieved good research results in theoretical 
innovation and practical application [1]. 

Foreign vision measurement technology develops rapidly. In the early 1980s, American 
scientist Marr et al. proposed the theoretical framework of Marr vision for the first time, which 
promoted the development of computer vision. At the same time, developed countries mainly 
in the United States began to develop a variety of vision-based detection systems for different 
fields of detection. Many foreign companies are committed to the research of visual 
measurement technology, such as the United States OGP company, the United States NI 
company, Germany Leica company, etc. Most of these companies have a long history and 
have outstanding representative works in the field of visual measurement. They developed 
visual measurement systems, such as OGP's SmartScope 3D optical measurement system, 
which is a set of intelligent geometric quantity measurement systems with multiple sensors 
[2]. According to the shape, size, surface color, roughness and other information of the 
workpiece, different measurement sensors can be selected, and a variety of measurement 
schemes can be formulated to accurately detect the geometric size of the part, which is 
especially suitable for multi-dimensional measurement of complex parts [3-5]. 

Computer vision measurement methods have wide applications and can generally be 
divided into two categories: active measurement and passive measurement. Active 
measurement includes linear structured light, surface structured light, TOF technology, etc. 
[6-7]. Passive measurement includes monocular measurement, binocular measurement, etc. 
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As a representative of active measurement, structured light plays an important role in 3D 
reconstruction such as cultural relic reconstruction, facial recognition, reverse engineering and 
so on. 
 
2. THE PRINCIPLE OF THREE-DIMENSIONAL MEASUREMENT 
FOR BINOCULAR VISION 
Binocular vision utilizes the principle of triangular similarity to locate three-dimensional 
coordinates of any point in space. For the calibrated binocular measurement system, the only 
thing to do is to find the image coordinates of the target points on the left and right camera 
imaging surface. then the three-dimensional coordinates of the target points through the 
transformation relationship of the coordinate system is obtained [8]. 

This section first briefly introduces the transformation relationship of commonly used 
coordinate system in visual measurement, which lays a foundation for the following overview 
of the three-dimensional measurement principle of binocular vision. Then, according to the 
existing two kinds of binocular measurement models, the three-dimensional measurement 
principles are derived from shallow to deep [9-10]. 

It is especially emphasized that the coordinate transformation and model derivation 
introduced in this section do not consider the influence of lens distortion and other factors on 
coordinate distortion. The camera distortion model will be summarized in Chapter 2. 
 
2.1. The transformation relationship of common coordinate systems in 
visual measurement 
Visual measurement by single camera imaging is mainly based on the principle of 
triangulation, coordinate transformation of the feature points detected on the camera imaging 
surface, and the absolute coordinates in the objective coordinate system are used to describe 
the location of the feature points, so as to achieve the purpose of positioning detection. Visual 
measurement is based on the transformation of various coordinate systems. The commonly 
used coordinate systems and transformation relationships are as follows. 
 
2.1.1. World coordinate system 
The world coordinate system is a three-dimensional coordinate system that we define 
ourselves, which conforms to the right-hand coordinate system guidelines, the unit is usually 
mm, generally represented by 𝑂𝑂_𝑋𝑋𝑋𝑋𝑋𝑋,as shown in Fig.1(a). 
 
2.1.2. Image coordinate system 
The image coordinate system is a two-dimensional coordinate system located on the imaging 
surface of the camera, as shown in Fig.1(b), and is a collective term for the following two 
coordinate systems [11-13]. Image physical coordinate system: the unit is usually mm, 
generally represented by 𝑂𝑂1_𝑥𝑥𝑥𝑥; Image pixel coordinate system: unit is pixel, generally 
represented by 𝑂𝑂0_𝑢𝑢𝑢𝑢. 
 
2.1.3. Camera coordinate system [14] 
Camera coordinate system: The unit is usually mm, usually represented by 𝑂𝑂𝑐𝑐_𝑋𝑋𝑐𝑐𝑋𝑋𝑐𝑐𝑋𝑋𝑐𝑐 , the 𝑋𝑋𝑐𝑐 
axis intersects the optical center 𝑂𝑂1 of the image physical coordinate system, as shown in  
Fig.1(c). 
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2.1.4. Transformation relations between coordinate systems [15] 

The transformation of world coordinates 𝑃𝑃(𝑋𝑋,𝑋𝑋,𝑋𝑋) to camera coordinates 𝑃𝑃(𝑋𝑋,𝑋𝑋,𝑋𝑋) can be 
described by equation (1). 
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In the equation, 𝑹𝑹 is the rotation matrix of 3 × 3 and t is the translation vector of 3 × 1. 

 
As shown in Fig.1(c), the transformation of camera coordinates 𝑃𝑃𝑐𝑐(𝑋𝑋𝑐𝑐 ,𝑋𝑋𝑐𝑐 ,𝑋𝑋𝑐𝑐) to image 

physical coordinates 𝑝𝑝(𝑥𝑥, 𝑥𝑥) is as follows: 
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In the equation, 𝑓𝑓 is the focal length of the camera, the unit is mm. 

 
As shown in Fig. 1 (b), the transformation of image physical coordinates 𝑝𝑝1(𝑥𝑥, 𝑥𝑥) to image 

pixel coordinates 𝑝𝑝0(𝑢𝑢, 𝑢𝑢) is as follows [16-18]: 
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In the equation, 𝑑𝑑𝑥𝑥 and 𝑑𝑑𝑦𝑦 are the physical dimensions of camera pixels in the horizontal and 
vertical directions, the unit is mm. 
 

According to equations (1), (2) and (3), the transformation from world coordinates 
𝑃𝑃(𝑋𝑋,𝑋𝑋,𝑋𝑋) to image pixel coordinates 𝑝𝑝0(𝑢𝑢, 𝑢𝑢) is as follows [19]: 
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In the equation, 𝑠𝑠 is the scale factor; Both [𝑢𝑢 𝑢𝑢 1] and [𝑋𝑋 𝑋𝑋 𝑋𝑋 1] are homogeneous 
coordinate vectors. 
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a) World coordinate system 𝑂𝑂_𝑋𝑋𝑋𝑋𝑋𝑋 
 

 
b) Image pixel coordinate system 𝑂𝑂0_𝑢𝑢𝑢𝑢 and image physical coordinate system 𝑂𝑂1_𝑥𝑥𝑥𝑥 
 

 
c) Camera coordinate system 𝑂𝑂𝑐𝑐_𝑋𝑋𝑐𝑐𝑋𝑋𝑐𝑐𝑋𝑋𝑐𝑐and Image physical coordinate system 𝑂𝑂1_𝑥𝑥𝑥𝑥 
 
Fig.1. The Transformation Relationship of Common Coordinate Systems in Visual 
Measurement 
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2.2. Standard binocular vision 3D measurement model 
Fig. 2 shows the three-dimensional measurement model of standard binocular vision, which 
means that in an ideal scenario, assuming the focal length f of the left and right cameras is the 
same, the main optical axes of the two cameras are strictly parallel. The left and right image 
planes 𝐼𝐼𝑙𝑙  and 𝐼𝐼𝑟𝑟  are located in the same plane. Generally, the default world coordinate system 
𝑂𝑂_𝑋𝑋𝑋𝑋𝑋𝑋 coincides with the left camera coordinate system 𝑂𝑂𝑐𝑐𝑙𝑙_𝑋𝑋𝑙𝑙𝑋𝑋𝑙𝑙𝑋𝑋𝑙𝑙, so that the projection 
coordinates of space points on the left and right cameras are 𝑝𝑝𝑙𝑙(𝑥𝑥𝑙𝑙 ,𝑥𝑥𝑙𝑙) and 𝑝𝑝𝑟𝑟(𝑥𝑥𝑟𝑟 ,𝑥𝑥𝑟𝑟), 
respectively[20-21]. 
 

 
Fig. 2. Standard binocular vision 3D measurement model 

 
Under the standard binocular vision imaging system, the vertical coordinates of the 

projection point 𝑝𝑝 are the same, 𝑥𝑥𝑙𝑙 = 𝑥𝑥𝑟𝑟 . Based on triangular similarity, it can be concluded 
that [22]: 
 

⎩
⎪
⎨

⎪
⎧ 𝑥𝑥𝑙𝑙 = 𝑓𝑓 𝑋𝑋

𝑍𝑍

𝑥𝑥𝑟𝑟 = 𝑓𝑓 (𝑋𝑋−𝐿𝐿)
𝑍𝑍

𝑥𝑥𝑙𝑙 = 𝑥𝑥𝑟𝑟 = 𝑓𝑓 𝑌𝑌
𝑍𝑍

                                                            (5) 

 
In the equation, 𝐿𝐿 is referred to as the baseline.  
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According to equation (5), the world coordinates of point 𝑃𝑃 can be obtained as [23-24]: 
 

⎩
⎪
⎨

⎪
⎧ 𝑋𝑋 = 𝑥𝑥𝑙𝑙

𝑍𝑍
𝑓𝑓

𝑋𝑋 = 𝑥𝑥𝑙𝑙
𝑍𝑍
𝑓𝑓

𝑋𝑋 = 𝑓𝑓𝐿𝐿
𝑥𝑥𝑙𝑙−𝑥𝑥𝑟𝑟

                                                              (6) 

In the equation, 𝑥𝑥𝑙𝑙 − 𝑥𝑥𝑟𝑟  is called parallax and is generally represented by 𝑑𝑑, that is, 
𝑑𝑑 = 𝑥𝑥𝑙𝑙 − 𝑥𝑥𝑟𝑟 . As can be seen from Equation (6), we only need to find the image coordinates 
𝑝𝑝𝑙𝑙  and 𝑝𝑝𝑟𝑟 of the spatial point 𝑃𝑃 in the left and right images, as well as the corresponding 
parallax 𝑑𝑑, to obtain the world coordinate (𝑋𝑋,𝑋𝑋,𝑋𝑋) of point 𝑃𝑃. 
 
2.3. General binocular vision 3D measurement model 
In the actual binocular measurement system, the optical axes of the two cameras cannot be 
guaranteed to be absolutely parallel during installation, nor can the focal lengths 𝑓𝑓 of the two 
cameras be completely consistent. In this case, it is impossible to ensure that the vertical 
coordinates of point 𝑝𝑝𝑙𝑙  and 𝑝𝑝𝑟𝑟 projected by space point 𝑃𝑃 on the left and right cameras are 
consistent. This model is called the general binocular vision three-dimensional measurement 
model.  

As shown in Fig. 3, the world coordinate of space point 𝑃𝑃 is (𝑋𝑋,𝑋𝑋,𝑋𝑋), and the coordinates 
of point 𝑃𝑃 in the left and right camera coordinate systems are 𝑃𝑃𝑐𝑐𝑙𝑙(𝑋𝑋𝑙𝑙𝑋𝑋𝑙𝑙𝑋𝑋𝑙𝑙) and 𝑃𝑃𝑐𝑐𝑟𝑟(𝑋𝑋𝑟𝑟𝑋𝑋𝑟𝑟𝑋𝑋𝑟𝑟) 
respectively. Similarly, the projection coordinates of point 𝑃𝑃 on both cameras are 𝑝𝑝𝑙𝑙(𝑥𝑥𝑙𝑙 ,𝑥𝑥𝑙𝑙) 
and 𝑝𝑝𝑟𝑟(𝑥𝑥𝑟𝑟 ,𝑥𝑥𝑟𝑟) respectively. 
 

 
Fig. 3. General binocular vision 3D measurement model 
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According to spatial geometric relationships, without considering errors [25], rays 𝑂𝑂𝑐𝑐𝑙𝑙𝑃𝑃 

and 𝑂𝑂𝑐𝑐𝑟𝑟𝑃𝑃 will intersect at a point 𝑃𝑃 in space. Based on the triangular similarity relationship, 
the equations for rays 𝑂𝑂𝑐𝑐𝑙𝑙𝑃𝑃 and 𝑂𝑂𝑐𝑐𝑟𝑟𝑃𝑃 are as follows: 
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The transformation matrix between camera coordinate system 𝑂𝑂𝑐𝑐𝑙𝑙_𝑋𝑋𝑙𝑙𝑋𝑋𝑙𝑙𝑋𝑋𝑙𝑙 and 𝑂𝑂𝑐𝑐𝑟𝑟_𝑋𝑋𝑟𝑟𝑋𝑋𝑟𝑟𝑋𝑋𝑟𝑟 

can be represented by 𝑀𝑀𝑙𝑙𝑟𝑟 , which can be obtained through binocular camera calibration, 
Therefore, the coordinate transformation relationship between the two camera coordinate 
systems is [26]:  
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� , 𝑴𝑴𝒍𝒍𝒍𝒍 = [𝑹𝑹𝒍𝒍𝒍𝒍|𝒕𝒕𝒍𝒍𝒍𝒍]                  (9) 

 
Substituting Eq. (9) into Eq. (8), the following can be obtained: 
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By simultaneous Eq. (7) and Eq. (10), the coordinates of space point 𝑃𝑃 in the left camera 

coordinate system can be solved as follows [27]: 
 

⎩
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⎧ 𝑋𝑋𝑙𝑙 = 𝑋𝑋𝑙𝑙
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𝑋𝑋𝑙𝑙 = 𝑓𝑓𝑙𝑙(𝑓𝑓𝑟𝑟𝑡𝑡𝑥𝑥−𝑥𝑥𝑟𝑟𝑡𝑡𝑧𝑧)
𝑥𝑥𝑟𝑟(𝑟𝑟7𝑥𝑥𝑙𝑙+𝑟𝑟8𝑦𝑦𝑙𝑙+𝑓𝑓𝑙𝑙𝑟𝑟9)−𝑓𝑓𝑟𝑟(𝑟𝑟1𝑥𝑥𝑙𝑙+𝑟𝑟2𝑦𝑦𝑙𝑙+𝑓𝑓𝑙𝑙𝑟𝑟3)

   = 𝑓𝑓𝑙𝑙(𝑓𝑓𝑟𝑟𝑡𝑡𝑦𝑦−𝑦𝑦𝑟𝑟𝑡𝑡𝑧𝑧)
𝑦𝑦𝑟𝑟(𝑟𝑟7𝑥𝑥𝑙𝑙+𝑟𝑟8𝑦𝑦𝑙𝑙+𝑓𝑓𝑙𝑙𝑟𝑟9)−𝑓𝑓𝑟𝑟(𝑟𝑟4𝑥𝑥𝑙𝑙+𝑟𝑟5𝑦𝑦𝑙𝑙+𝑓𝑓𝑙𝑙𝑟𝑟6)

                                   (11) 

 
According to the calibration parameters, the focal length 𝑓𝑓𝑙𝑙 and 𝑓𝑓𝑟𝑟 of the two cameras, as 

well as the transformation matrix 𝑴𝑴𝒍𝒍𝒍𝒍. If 𝑝𝑝𝑙𝑙(𝑥𝑥𝑙𝑙 ,𝑥𝑥𝑙𝑙) and 𝑝𝑝𝑟𝑟(𝑥𝑥𝑟𝑟 ,𝑥𝑥𝑟𝑟) are also known, the three-
dimensional coordinates of point 𝑃𝑃 can be obtained according to equation (11). However, in 
the general binocular imaging mode, the vertical coordinates of the projection points 𝑝𝑝𝑙𝑙  and 
𝑝𝑝𝑟𝑟 of point 𝑃𝑃 are inconsistent, which increases the difficulty of matching the corresponding 
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points of features. It is usually that the general binocular vision measurement model into the 
standard binocular model through binocular calibration parameters is calibrated first. Then the 
detection and matching of the projection points are carried out [28-29]. 
 
3. DESIGN OF PLANE CALIBRATION BOARD BASED ON SOLID 
DOT MARKER GUIDE MATCHING 
From the analysis in the previous section, it can be seen that the matching accuracy between 
the imaging points of the calibration plate on the left and right cameras directly affects the 
calibration accuracy of the binocular camera. Only when the calibration plate meets the two 
basic features mentioned above can the precise positioning and matching of the calibration 
plate feature points be completed. Although the planar calibration plates used by Halcon and 
MATLAB calibration toolbox meet the two basic characteristics of calibration plates, they 
have certain limitations in practice: 
 
(1) There is perspective projection error in the center coordinates of the solid dot calibration 

plate in camera imaging, 
(2) To perform dual target timing, the left and right cameras must capture complete 

calibration images. 
 

This article improves the design of commonly used calibration boards based on their 
limitations and combines the advantages of solid dot calibration boards and checkerboard 
calibration boards to design a planar calibration board based on solid dot marker guided 
matching. As shown in Fig.4, the specification and size of the calibration plate is 
238 × 182 mm, with 13 × 17 black and white square squares, the side length is 14 mm, and 
the radius of the solid dot is 5 mm. The calibration plate has the following characteristics. 

 
(1) The calibration plate uses corner points as the calibration feature points, which satisfies 

feature 1 of the calibration plate. The four solid dots embedded in the middle of the 
checkerboard can be used as the direction markers of the calibration board to ensure that 
the checkerboard corner points have unique coordinate positioning, satisfying 
characteristic 2 of the calibration board. 

(2) This calibration board combines solid dots and black and white checkerboard grids, 
showcasing their respective advantages: Solid dots have strong anti-interference ability 
and are easy to identify and detect, so they are especially suitable as mark points. The 
positioning accuracy of black and white checkerboard corner points is higher, it can still 
position with high precision after perspective projection of corner features. 

(3) The four solid dot marks are located in the center of the calibration plate. When the 
binocular camera calibration is carried out, it is not necessary to shoot a complete 
calibration plate image deliberately, but to ensure that the acquired calibration image 
contains the four-mark points. 

 
In order to better explain the advantages of the planar calibration board designed in this 

article compared to traditional calibration boards. This section describes the positioning and 
matching of the feature points of the calibration plate and simulates the special situation of 
shooting the calibration image, that is, the binocular camera has not collected the complete 
calibration plate, and then carries out the positioning and matching of the feature points of the 
calibration plate in this case. 
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a) Design drawing 

 

 
b) Physical drawing 

 
Fig. 4. Plane calibration board based on solid dot mark guide matching. 
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a) Halcon solid dot calibration board 
 

 
b) MATLAB checkerboard calibration boar 
 
Fig.5. Halcon and MATLAB calibration toolbox flat calibration board 
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3.1. Detection and localization of calibration board feature points 
3.1.1. Subpixel detection of checkerboard corner points 

In this section, the Harris corner detection algorithm is used to detect checkerboard corner 
points, which is fast and has certain noise suppression ability. Since the accuracy of Harris 
corner detection is pixel level, it is necessary to use the Harris detection results as initial 
positions, and then within a 5×5 window of these positions, sub-pixel corner detection with 
high accuracy is performed again. During the experiment, two API functions (coreHarris) and 
(coreSubPix) provided by OpenCV were used to perform sub pixel corner detection on the 
chessboard using a coarse-to-fine strategy. 
 
3.1.2. Unique coordinate positioning of checkerboard corner points 

From the analysis in the previous section, it can be seen that to ensure the matching accuracy 
of the checkerboard corner points, it is necessary to ensure that these corner points have unique 
coordinate positioning on the calibration board. If the collected calibration image is 
incomplete, it will occur that the coordinates cannot be located. The calibration plate designed 
in this paper places the origin of the world coordinate system in the geometric center of the 
four-mark circles. Set the horizontal direction as the X-axis, the vertical direction as the Y-
axis, and the Z-axis perpendicular to the checkerboard plane. The schematic diagram of the 
calibration board coordinate system is shown in Fig.6. According to the design size and layout 
structure of the chessboard grid, all corner points of the chessboard grid have unique 
coordinate positioning. We generally set the world coordinate of the corners of a chessboard 
as 𝑀𝑀𝑖𝑖 = (𝑋𝑋𝑖𝑖 ,𝑋𝑋𝑖𝑖 ,𝑋𝑋𝑖𝑖), and since the Z-coordinate of all corners on the chessboard is zero, it can 
be simplified as 𝑀𝑀𝑖𝑖 = (𝑋𝑋𝑖𝑖 ,𝑋𝑋𝑖𝑖), Among them, the world coordinates of the center of mark points 
numbered 1~4 are (-42,28), (42,28), (-14,-28), and (14,-28) respectively. 
 

 
Fig. 6. Schematic diagram of the calibration board coordinate system 
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3.2. Guide matching of feature points on solid dot markers 
3.2.1. The matching relationship between a checkerboard corner point and its 
imaging point on the camera 
Let the world coordinate of the checkerboard corner point be 𝑀𝑀𝑖𝑖 = (𝑋𝑋𝑖𝑖 ,𝑋𝑋𝑖𝑖), the image 
coordinate of its imaging point on the camera be 𝑚𝑚𝑖𝑖 = (𝑢𝑢𝑖𝑖 , 𝑢𝑢𝑖𝑖). There is a monograph mapping 
relationship between the checkerboard corner point coordinate 𝑀𝑀𝑖𝑖 and the corresponding 
imaging point coordinate 𝑚𝑚𝑖𝑖: 
 

𝑠𝑠 �
𝑢𝑢𝑖𝑖
𝑢𝑢𝑖𝑖
1
� = 𝐻𝐻 �

𝑋𝑋𝑖𝑖
𝑋𝑋𝑖𝑖
1
�                                                        (12) 

 
If the homography matrix 𝑯𝑯 between 𝑚𝑚𝑖𝑖 and 𝑀𝑀𝑖𝑖 is known, the imaging point 𝑚𝑚𝑖𝑖 can be 

mapped to the calibration board plane. The mapping coordinate corresponding to 𝑚𝑚𝑖𝑖 is 𝑀𝑀�𝑖𝑖. If 
the coordinate 𝑀𝑀�𝑖𝑖 is in the neighborhood of the coordinate 𝑀𝑀𝑖𝑖 of the checkerboard corner 
point, the matching correspondence between the checkerboard corner point 𝑀𝑀𝑖𝑖 and its imaging 
point 𝑚𝑚𝑖𝑖 on the camera can be found. 

The homography matrix 𝑯𝑯 can be obtained by four pairs of one-to-one corresponding 
imaging point coordinates (𝑢𝑢, 𝑢𝑢) and world point coordinates (𝑋𝑋,𝑋𝑋), that is, by calibrating the 
coordinates 𝑀𝑀𝑗𝑗 of the four marked circles on the board and their corresponding imaging point 
coordinates 𝑚𝑚𝑗𝑗 on the camera, 𝑯𝑯 can be determined. The perspective projection of the center 
of a circle will experience positional displacement. After analysis, it was found that the four 
vertex angles of the checkerboard square where the solid dot is located are related to the 
projection coordinates of the center of the circle.  That is, the intersection of the diagonal lines 
of the four-vertex angle perspective projection is the true projection 𝑚𝑚𝑗𝑗 of the center of the 
circle coordinates 𝑀𝑀𝑗𝑗. Therefore, a more accurate homography matrix 𝑯𝑯 can be calculated.  
 
4. MULTI-DIMENSIONAL ONLINE MEASUREMENT 
EXPERIMENT OF TARGET IMAGE 
(1) Synchronous image acquisition was carried out through external triggering of a binocular 

camera, and the measurement object used in the experiment was a square flange, as 
shown in Fig. 7. 

(2) Adjust the position of the photoelectric sensor relative to the camera to ensure that the 
flange parts placed in any direction are within the field of vision of the binocular camera 
when triggering the photoelectric sensor. As shown in Fig. 8, the image pairs of flange 
parts acquired synchronously by the binocular camera, and the image sizes are 
1280 × 960. 

(3) Perform distortion correction and polar correction on the collected image pairs, so that 
the feature matching points of the left and right images are located on the same horizontal 
line. The corrected image pair is shown in Fig. 9, it can be seen from the two auxiliary 
lines in the figure that the Y-coordinate of the feature point pair has been aligned. 

 
The Bouguet method for polar correction will crop the left and right images, the corrected 

image size is 1050 × 900, which is equivalent to the image taken by a standard binocular 
camera without any distortion. That is, the internal parameters of the left and right cameras 
are completely consistent, the distortion coefficients are all zero, and the coordinate system of 
the left and right cameras only translates along the X-direction, without rotation. 
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(4) Contour features of left and right image pairs were matched with edge points using gray 
correlation method based on polar threshold constraint. The sliding window size is set 
to 15*15 to find the best matching point pair. The threshold is set according to the 
approximate distance from the flange part to the camera. In this experiment, the distance 
between the flange plate and the camera is within the range of 500~700mm. The 
threshold constraint method eliminates mismatched points, and sub-pixel refinement 
processing is carried out on parallax data. Combining the standard binocular vision 3D 
measurement model, calculate the 3D coordinates corresponding to the feature points, 
and obtain the key contour point cloud map of the flange part, as shown in Fig. 10. 

 

 
Fig. 7. Square flange parts 

 

 
Fig. 8. Image pairs of flange parts 
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Fig. 9. Image alignment of flange parts after polar correction 
 

 
Fig. 10. Key contour point cloud diagram of flange parts 
 
 
  



15 Int. Jnl. of Multiphysics Volume 18 · Number 1 · 2024 

 

 
 
5. CONCLUSION 
In this paper, in the detection of target contour features, two key points affecting the calibration 
accuracy of binocular camera are determined through in-depth understanding of the 
calibration principle of binocular camera and the study of the classic Zhang Zhengyou 
calibration method. The factors affecting the accuracy of these two key points are analyzed 
and discussed in detail. Two aspects are respectively discussed. First designing a planar 
calibration board based on solid dot marker guided matching, and experiments show that the 
calibration plate can solve the matching accuracy problem between left and right imaging 
points well. Second aiming at the factors affecting the calibration accuracy of monocular 
camera, an improved calibration method based on two-step RANSAC algorithm is proposed 
to improve the calibration accuracy of monocular camera. On this basis, the improved 
algorithm is applied to the calibration of binocular camera. The flow chart of binocular 
calibration based on the improved algorithm is designed, while the robustness of the method 
is verified by experiments. 
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