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Abstract 

Computational Fluid Dynamics (CFD) is a worthwhile method for studying complex flows 

in packed bed reactors. The paper debates different CFD modeling approaches of 

incompressible laminar flow through packed beds with a particle to column diameter ratio 

of 2. Using COMSOL Multiphysics 5.6, five different cases have been simulated and 

compared in term of pressure drop. Excellent agreement was found between the 

proposed hypothetical and the resolved-particle (3D) models, mainly for the lower Inlet 

particle Reynolds numbers, with relative deviation of 3% and 7% at inlet Reynolds 

numbers of 27 and 55, respectively. Concerning the pseudo homogeneous cases, three 

different drag laws have been exercised and it has been found that applying the semi-

empirical correlation, which takes into account the wall effects, in the flow equations 

showed the best agreement to the 3D model, with relative deviation being in the range 

5%-25%. Considering these, one can recommend to use the proposed less 

computationally intensive approach or to apply the chosen drag law model in the 

momentum balance when designing a packed bed with aspect ratio of 2. 

Keywords: COMSOL Multiphysics, Drag law, Hypothetical, Low aspect-ratio, Packed-

bed, Pressure drop, Resolved-particle. 

 

1. Introduction 

Numerous industrial processes use packed bed reactors (PBRs) with low aspect ratio (AR), due to its 

straightforward configuration, low pressure drop, large interstitial velocities and high surface-to-volume ratios 

inducing enhanced heat and mass transfer phenomenon [1–3]. These low AR packed beds have been shown to 

be effective for various applications such as steam reforming, oxidative dehydrogenation, nuclear reactors, 

separators and compact heat exchangers [1,3–5]. Despite these important applications, the number of studies to 

understand the hydrodynamics in low AR packed bed systems is unfortunately very low, particularly for AR less 

than 3 [1,2]. Only few publications considering the hydrodynamics of these types of reactors are reported in the 

literature. 

One of the most crucial elements that must be precisely predicted when designing a packed bed, crossed by a 

fluid, is pressure drop, since it affects the flow distribution, pumping power and operating expenditures [6,7]. 

Additionally, the reliability of the applied pressure drop correlation determines the validity of pseudo-

homogeneous models for complex flow in packed beds and the accurate prediction of the average behavior of 

the entire bed [8,9]. 

With recent increases in computational power, computational fluid dynamics (CFD) has become a viable 

method to analyze the complex flows in packed beds. Such CFD analyses require Three-Dimensional (3D) 

models when incorporating the bed structure’s complexities (Resolved-Particle) for assessing the local flow 

field [10,11]. In addition to the 3D Resolve-Particle models, 2D representative models are used in order to 
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reduce the computational cost. Although local hydrodynamic phenomena required by 3D Resolved-Particle 

models could not be properly seized by 2D models [12], global macroscopic parameters (such as pressure drop) 

may be predicted accurately by 2D models [10]. 

Actually, 2D simulations use the classical porous media approach where the packed bed is represented by a 

continuous and homogeneous porous medium [13–15] . The resistance source terms are applied as closure drag 

law models in the averaged Navier-Stokes equations [16]. The obtained sets of partial differential equations 

were solved for the macroscopic flow field in the PBR (i.e. 2D pseudo homogeneous models). The effect of the 

solid phase is incorporated in the model equations implicitly via the bed porosity and the implemented drag 

force sub-models. These closure relationships can influence considerably the computed values of pressure drop 

especially for PBRs with low aspect ratio. 

In the present study, a 2D porosity distribution function was considered and three drag force-sub models were 

tested and implemented in the modified Navier-Stokes equations to account for the momentum transfer at the 

fluid-solid interfaces leading to three axisymmetric pseudohmogenoeous models. The drawback of this 

conventional modeling approach was its dependency on closure sub-models which were developed on the basis 

of parametric fitting which involves finding coefficients (parameters) using a data set covering a limited range 

of operating conditions. Also a new method was proposed and based on transforming the complex 3D structure 

into a conceptual 3D structure which preserved some geometrical information and could be properly and easily 

simplified and transformed into a representative 2D structure by cross section geometry operation as will be 

described, hereinafter. The main advantage of this new approach is that it did not rely on any closure sub-

models. 

2. Objectives 

The main objectives of the present paper are to (1) assess different drag laws using a 2D CFD pseudo 

homogeneous model and (2) study the efficiency of the new modeling approach, using a conceptual geometry, 

versus 3D modeling of laminar liquid flow in a packed bed with an aspect ratio of 2. 

The remainder of the paper is organized as follows: (1) Writing the mathematical model equations and carrying 

out the simulations on COMSOL Multiphysics 5.6; (2) Conduct a mesh independency study of the 3D 

simulations, following the procedure established by [17], to determine the asymptotic pressure drop values and 

(3) Investigate the effectiveness of 2D against 3D simulations by comparison of the simulated results, in term of 

pressure drop, for different inlet particle Reynolds numbers. 

3. Methods 

3.1. Geometries and meshing 

Creating geometry and meshing process are prior steps in performing a reliable CFD simulation [18]. One of the 

promising CFD software is COMSOL Multiphysics which has the capability of creating and dividing 

geometries into elements that can be used for the discretization of a computing domain. 

3.1.1. Geometries  

Three different geometries were created according to the space dimension (2D or 3D) and the type of the CFD 

model (Pseudohomogeneous or Resolved-Particle). The created geometries are (1) a 3D real geometry of the 

packed bed, (2) a 2D geometry representing implicitly the bed domain and (3) a 2D geometry representing 

explicitly the bed domain. 

3.1.1.1. Real 3D Geometry: Cylindrical column packed with spherical particles 

Identical-sized spheres are used and put one at a time into a cylindrical column with a diameter twice as large as 

the particle diameter (  ), so that one layer can accommodate only two tangent spheres. Then the first two 

spheres stand on the column base tangentially to its wall and their centerline passes through the center of the 

circular base of the column and is in a plane perpendicular to the column vertical axis. The next two spheres are 

arranged so that their centerline makes an angle of 90° with that of the two spheres of the previous layer [19]. 
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This geometric arrangement is repeated for the subsequent layers up to the top of the bed [10] and can be 

represented by a number of repeating unit cells having the same overall properties, particularly an overall void 

fraction equal to that of the entire bed [19]. The height of a unit cell, denoted by h*, is related to the particle 

diameter, as follows: 

   
  

√ 
 

(1) 

The used total number of layers is 21 with a bed height to particle diameter ratio of about 15.14, which is 

sufficient to avoid column top and bottom effects on the porosity, although a desirable ratio should be greater 

than 20 [20,21]. 

To eliminate the entrance and the exit effects, the volume meshes was extended one cylinder diameter in the 

axial direction at the inlet and outlet [20] as shown in Figure 1a. The obtained results presented below confirm 

the fact that considering 21 layers and extending the total reactor length one cylinder diameter at the inlet and 

outlet, is sufficient for bulk unit cell pressure drop to reach a fully steady state. The spheres diameter was set to 

be equal 0.019 mm, but it was reduced by 1% to avoid unsuitable thin cells near the contact points between 

particles as well as between particles and the cylinder wall, which may induce solution convergence problems. 

Exploiting the symmetry of the system, simulations were run over one quarter of the geometrical domain to 

reduce the computational time. 

  

(a) (b) 

 

(c) 

Figure 1: Geometries used in different modelling approaches: (a) Real geometry: Three-Dimensional Resolved-

Particle Model (3D-RPM); (b) Conceptual geometry: Two-dimensional Resolved-Particle Model (2D-RPM); (c) 

Two-Dimensional axisymmetric: Pseudo-Homogeneous Model (2D-PHM). 

3.1.1.2. 2D axisymmetric rectangle: Flow in an empty tube 
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Concerning the 2D pseudo homogeneous cases, there is no need to include any details of the bed structure, since 

the domain is considered continuous and homogeneous. In this case, the liquid is assumed to be flowing in an 

empty tube. Therefore, the geometry of the domain is rectangular as shown in Figure 1c. Based on the porous 

media approach, the effect of the bed textual properties on the flow is integrated into the transport equations via 

a porosity distribution function and drag force closure relationships. 

3.1.1.3. 2D Rectangle containing a group of circles: Fictitious flow past an array of circular cylinders  

Regarding the conceptual model, an imaginary 3D geometry was proposed, which is able to capture to some 

extent the explicit description of the textual characteristics of the real bed geometry and which can be easily 

simplified and transformed into a 2D geometry by using cross section geometry operation available in 

COMSOL Multiphysics 5.6 software. The proposed conceptual 3D geometry is a group of circular cylinders 

(hypothetical particles) positioned horizontally between two vertical and parallel plates, as if the cylindrical 

column (real bed) is bisected into two stretched halves. This similarity can be put forward for two 

considerations. Firstly, the circular shape of the hypothetical particles, in the conceptual geometry, may capture 

the circular curvature of the spherical particle in the real bed. Secondly, the vertical plates containing the 

cylindrical particles (in the conceptual geometry) could be consistent with the real column surrounding the 

spherical particles (in the real geometry). The height of the plates is the same as that of the cylindrical column 

and the distance between the two plates is equivalent to the bed diameter. The number, the position and the 

diameter of the circular cylinders determine the tortuous pattern and the void fraction in the new 3D geometry. 

By using the cross section geometry operation on the conceptual 3D domain, a fictitious 2D geometry was 

created. This latter is represented by a rectangle containing 32 mono-sized circles, as shown in Figure 1b, which 

are located as follows: 

 The i-th Layer containing two circles (i=1:11): 

             
  

 
 and       

   

 
 (    )   (2) 

 The j-th Layer containing one circle (j=1:10): 

      and     
   

 
 (    )   (3) 

Where   and   are the coordinates of the circles center.  

The hypothetical circle diameter is determined assuming that the hypothetical 2D unit cell porosity is equivlent 

to the real 3D unit cell porosity, as described in Appendix A. These mean that the circles locations and the 

overall void fraction are the main geometrical information required by the conceptual 2D geometry. 

3.1.2. Meshing 

Regarding the 3D modeling and due to the complex 3D geometry, the generated mesh consisted of free 

tetrahedral. Furthermore, to solve viscous effects, the meshing is refined in a boundary layer at the fluid-

particles and fluid-walls interfaces, which include two boundary layers to enhance the cells quality, without an 

excessive cell count [22–24]. Finally, a corner refinement procedure was also implemented to further refine the 

mesh and get a better resolution of the corners and edges in narrow regions. 

Similarly, in order to attain a high level accuracy of 2D simulations, the same meshing sequences were built, but 

free triangular shapes cells were used in the two dimensional domains. 

In each of these studies, the mesh density was determined in a mesh independence study. 

3.2. CFD modeling 

3.2.1. Three and two-dimensional resolved particle models (3D-RPM and 2D-RPM) 

The hydrodynamic model for both resolved-particle cases is described by Equations (4) and (5), which represent 

the continuity and the momentum balance equations, respectively. 
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       (4) 

 (   )    [     (   (  ) )]     (5) 

Where  ,   and   are the fluid density, dynamic viscosity and gravity acceleration, respectively,   and   are the 

local velocity and pressure at any given position in the interstitial porous bed and in the extended inlet and outlet 

free volumes. Equation (5) is the standard Navier-Stokes equation for incompressible flow. Equations (4) and 

(5) were solved in the interstitial domain of the bed and the extended free domains, similarly to the model 

implementation carried out by Uribe and coworkers [24,25]. An important aspect to highlight on the 

implemented model is that there is no need to include any expressions for porosity distribution and fluid-solid 

drag [12,24,26,27], which is a common practice when implementing pseudo homogeneous models, since the 

implemented model explicitly includes these parameters via the solids distribution and the solid walls boundary 

conditions. Hence, the solid phase distribution is required by implemented geometries representation as 

described in Figures 1a and 1b, while the average fluid-solid interactions are assumed at the fluid-solid contact 

surface through setting the boundary conditions. 

The boundary conditions set to the model were an inlet velocity (   ), outlet pressure (    ) and a non-slip 

condition at the column walls and at the fluid-solid interface (   ). Equations (6) to (8) describe the boundary 

conditions for equations (4) and (5). 

                                                                           (inlet) (6) 

[     (   (  ) )]                                       (outlet) (7) 

                                                                                (walls and    ) (8) 

where     is the superficial inlet velocity. The boundary condition described by Equation (7) specifies that the 

normal stress at the reactor outlet is equal to the outlet pressure, which was set to be 1 atm. It can be seen from 

Equation (8) that the solids are considered as impermeable, and therefore a no-slip boundary condition is set at 

their surface. 

In both resolved particle cases (I and II), which are illustrated in Table 1, the governing equations are the same, 

with the same physical properties, inlet, outlet and operating conditions. Thus, the possible differences in the 

macroscopic average behaviors, such as pressure drop, may result from differences between the real and the 

conceptual geometries. 

Table 1: Simulated cases 

Case N° Model type Features 

I 
Resolved-particle  

(Real geometry): 3D-RPM 

Three-Dimensional 

No closure sub-models 

II 

Resolved-Particle 

 (Conceptual geometry):  

2D-RPM 

Two-Dimensional 

No closure sub-models 

III 
Pseudo-homogeneous:  

2D-PHM_Ergun 

Two-Dimensional 

Semi-empirical drag law by (Ergun, 

1952) 

Porosity distribution function by 

(Mueller, 2010) 

IV 
Pseudo-homogeneous: 

2D-PHM_Tang 

Two-Dimensional 

First principle-based drag law by 

(Tang et al., 2015) 

Porosity distribution function by 

(Mueller, 2010) 

V Pseudo-homogeneous: Two-Dimensional 
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2D-PHM_ES Semi-empirical drag law by (Eisfeld 

and Schnitzlein, 2001) 

Taking into account the wall effects 

Porosity distribution function by 

(Mueller, 2010) 

 

3.2.2. Pseudo homogeneous models (PHMs) 

The hydrodynamic model for both pseudo homogeneous cases is described by Equations (9) and (10), which 

represent the continuity and the momentum balance equations, respectively. 

                                                                         (9) 

 

 
 (   ) 

 

 
   *     

 

 
(   (  ) )+  (

 

  
 

 

  
| |)                                    (10) 

In these,   is the superficial average velocity, which is a hypothetical velocity of the flowing fluid in a free 

channel and   is an intrinsic average pressure. Actually, Equation (10) is the Navier-Stokes-Darcy-Forchheimer 

equation which is the modification of the original Navier-Stokes equation (Equation (5)) [12,28]. This modified 

transport equation includes additional terms, capturing the porous media information, which are the porosity ( ), 

the Darcian (  ) and the non-Darcain (  ) permeabilities. 

Regarding the bed porosity, the analytical expression by [19] and the semi-analytical expression by [29] for the 

radial porosity distribution in packed bed with aspect ratio of 2 are benchmarks with existing experimental data 

for mono-sized spheres. The void fraction in the bed with aspect ratio equal to 2 begins at unity at the wall, 

decreases to a minimum of 0.19 at a distance of around        from the wall, and then increases to reach unity 

at the bed’s axis (see Figure 1c). In fact, this geometrical parameter is an average property, so that the 

expressions that forecast radial variations are actually forecasting the average profile of an average property. 

This suggests that the predicted profiles might not actually have any physical significance, but they do allow for 

some partial capture of the influence of the bed structure on the averaged macroscopic parameter profiles [12].  

The second important variable is permeability, which measures the capacity and the ability of a porous medium 

to transmit a fluid [30]. In another way, it measures the resistance to flow caused by the porous medium 

structure [12].  Actually, there exist two permeabilities as appearing in the right-hand side of Equation (10) 

which were well described as follows [18,31]: 

   
  

   
 (   ) 

                                                                (11) 

   
  

   (   )
                                (12) 

In these,         is the solid particles specific area, where   and   are the viscous and inertial parameters, 

respectively, defined by Equations (14) and (15). 

Actually, the second term in the right side of Equation (10) may represent the pressure drop per unit length of 

the PBR and is a function of: (1) the flow rate, (2) the fluid viscosity and density (3) closeness and orientation of 

the packing and (4) size, shape and surface roughness of the particles. Hence, this term is very sensitive to the 

geometrical properties of the bed [20]. A number of methods exist to describe and predict the pressure drop over 

PBRs such as empirical relationships, capillary models, statistical models and hydraulic radius principles [30]. 

The most common method uses hydraulic radius concept to calculate the resistance to flow inside the bed. In 

this context, the well know drag force correlation by [32], states that the pressure drop per unit length of porous 

medium is the sum of viscous and inertial terms, which can be written as: 

  

 
       

(   ) 

  

   

  
        

(   )

  

   
 

  
                                                                (13) 
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In Equation (13),        and        are the viscous and inertial Ergun constants, which are related to the 

viscous and inertial parameters in expressions (11) and (12), through the following equalities [18]: 

           (   )                                                                      (14) 

          (   ⁄ )                                                                      (15) 

In these,   and   are parameters which include the tortuosity factor and which could be determined 

theoretically or experimentally [18]. 

In recent years, advances of Particle Resolved-Direct Numerical Simulations (PR-DNS) have led to new 

correlations based on first principles [33]. Through PR-DNS the fluid-solid momentum transfer is modeled 

depending on the boundary conditions at the particles surface rather than on empirical hypotheses. What 

distinguishes PR-DNS is that, unlike experiments, arbitrary material and flow characteristics may be established 

and fully controlled in simulations [33–36]. Based on the Immersed Boundary condition Method (IBM), Tang 

(2015) developed an accurate drag law which is considered as the best possible expression of the drag force in 

static mono disperse arrays of spheres for          [36].  

The disadvantage of both the semi empirical correlation by [32] and the first principle-based correlation by [36] 

is that they do not take the wall effects into account and present inaccurate predictions at aspect rations lesser 

than 10 [4,7]. It is noteworthy to mention that for low particle to column diameter ratios the column wall may 

affect the flow within the packed bed considerably through two opposite effects, notably a local increase in 

porosity near the wall and additional resistance due to the wall friction [4,7,8]. Therefore, many authors have 

attempted to improve these correlations to include the wall effect, by fitting semi-empirical correlations to their 

experimental data. One of the most promising correlations is the Eisfeld and Schnitzlein (ES) correlation which 

is an Ergun-type equation and which was derived from more than 2300 experimental data points [8]. This 

correlation is relevant to the current investigation since it takes the wall effect into consideration, and predicts 

accurate values of the friction factor at low aspect ratios [20].  

COMSOL Mulitphysics uses the Forchheimer equation, to account for the momentum transfer term in Equation 

(10), which is written as follows [18,28]: 

  

 
 

 

  
  

   

√  
                                                                  (16) 

Where    is the Forchheimer coefficient that account for inertia drag. 

The first and the second terms in the right side in Equation (16) represent the viscous and the kinetic energy 

losses, respectively. Confronting this Equation with the momentum transfer term in equation (10), leads to the 

following equalities: 

   √    ⁄                                                                 (17) 

User defined function, in COMSOL Multiphysics, is used to define the Darcian permeability,   , and the 

Forchheimer coefficient,    of the three drag laws exercised in the 2D CFD pseudo homogeneous model 

(Equations 9 and 10), which are summarized in Table 2. 

Table 2: Drag force sub-models 

Drag law 
Darcian permeability 

(  ) 

Forchheimer coefficient 

(  ) 
Constants 

Ergun (1952) 
     

 

      (   ) 
 

      (   )

    
√   

           

            

Eisfeld and 

Schnitzlein 

(2001) 

     
 

   (   ) 
 

 

 ́

(   )

    
√   

      ,   ́       ,     

     

    
 

  (   )
 ,  
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 ́  ( ́       )   

    

Tang et al. 2015        
(1)      

(2) 
- 

(1)         
(   ) 

    
    (   )

 

  
 (     √   ) 

(2)        (   )(    (   )(   )  
       

   (       
      

  )   
      )(

 

   
) 

 

3.3. Numerical setup 

Simulations were conducted using the steady-state incompressible solver for the laminar flow available in 

COMSOL Multiphysics 5.6. All models were tested at low particle Reynolds numbers (   ), ranging from 

       to        , which correspond to laminar steady flow conditions [10]. The convergence was 

evaluated based on relative tolerance of 0.001. A consistent mesh independent study was performed for the 3D 

simulations (Case I) to ensure the accuracy of the results and to determine the asymptotic pressure drop values. 

Besides, 2D simulations were conducted on extremely-finer meshes, where the grid is refined in stages until no 

significant differences in results occur between successive grid refinement stages. 

4. Results and discussion 

 

4.1. Estimation of discretization errors of the 3D simulations 

In the following, the discretization error estimates in the 3D simulations, in term of pressure drop, are calculated 

and reported. It is a way of validation when experimental data are scares or not available for comparison [17]. 

Assessing the accuracy of code and calculations requires that the grid is sufficiently refined to the extent that the 

solution is within the asymptotic range of convergence. This can be checked by observing two grid convergence 

index (GCI) values as computed over three grids as described in Appendix B. The GCI is a measure of the 

percentage the computed value is away from the asymptotic value. A small value of GCI indicates that the 

solution is within the asymptotic range. This can be further verified by fulfilling the solution accuracy condition 

written as follows [37]: 

     

   
      

                                (18) 

Then the reason to trust the accuracy of a numerical simulation is validated and the solution is independent of 

the mesh size. 

 

Table 3: Mesh independency study: Error estimates in 3D simulations, in term of pressure drop, at different inlet 

Rep values 

Results Rep_in=27 Rep_in=55 Rep_in=111 

Asymptotic pressure drop 

value (Pa/m) 
2.71 6.91 20.48 

       (%) 0.23 0.84 4.44 

     

   
      

                (Solution 

accuracy condition) 
1.000 1.003 1.007 
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Table III displays results of asymptotic pressure drop, grid convergence index and a solution accuracy check for 

the tree inlet Rep values. Here, the pressure drop values were calculated in the bulk region of the bed where the 

flow is fully steady state as it will be demonstrated in the following section. 

Overall, the solution accuracy ratio is almost equal to one for all the inlet Rep values, thus the solutions are 

within the asymptotic ranges of convergence. In term of grid convergence index, for all cases,       is lower 

than 4.5%, having the smallest value for Rep_in=27. The observed higher values of       for Rep_in=111, 

comparing to the other cases, could be attributed to the grid size not being able to capture all the information of 

the flow field. Using the asymptotic pressure drop values as well as their respective GCIs, the exact solutions of 

pressure drop through the packed bed may be written as: 

               
(         )

   
                                        (18) 

3.2. Comparison of pressure drop simulated results 

Predicted results of pressure drop by the 3D simulations (Case I) and the 2D simulations (Cases II-V) could be 

obtained by calculating the difference in the radially-averaged pressure between the inlet and outlet bed 

boundaries. However, to eliminate any entrance and exit effects on the results, pressure drop should be 

calculated between two stages in the bed within a region where the flow becomes fully steady state.  

The geometrical domains were divided into a number of cut planes (for the 3D domain) or cut lines (for the 2D 

domains) with distances between two successive planes or lines of               or              , 

respectively. Next, the pressures were measured by computing the average pressure on each cross section, at a 

level   or  . The elementary pressure drop results were then calculated by subtracting two sequential averaged 

pressure values.  

Figures 2a, 2b and 2c show the change in frictional pressure drop, simulated by all cases, as a function of the 

normalized axial distance at inlet Rep values of 27, 55 and 111, respectively. It can be seen that for the three 

inlet Rep values tested, the observed behaviors of the five models are different. 

  

(a) (b) 
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(c)  

Figure 2: Comparison of frictional pressure drop simulated results as a function of 

Concerning the pseudo homogeneous models, Cases (III, IV and V) show a smoother variation of the frictional 

pressure drop profile along the bed length. The observed peaks at the bed boundaries are due the transition 

between the free and the porous zones. Differently, both of the resolved-particle cases exhibit important 

fluctuations inside the bed region. These fluctuations are of a greater extent for Case II, which are generated by 

substantial variations in the textual characteristics of the fictitious 2D geometry comparing to the real domain in 

Case I. Each upward peak of Case I coincides with the start of a new layer. Similarly, each first and second 

upward peak in Case II coincides with the start of new layers containing one and two circles, respectively. 

Additionally, while the peaks in Case I and the third peaks in Case II correspond to the narrowest regions within 

the bed, the low points in both cases coincide with high local porosity regions. Moreover, it can be seen clearly 

that while the black curves show a periodicity every regular interval of one unit cell height, the blue one exhibits 

it every regular interval of Double Unit Cell (DUC) height. Furthermore, the height of the repeating parts, of 

both curves, becomes stable toward the bulk region of the bed where the flow is becoming fully steady state (see 

Figure 2b and Figure 3b), which means that the averaged pressure drops, for both cases, over a DUC height 

become constants within the bulk region of the bed, where any entrance and exit effects may be eliminated. 

Figures 3a, 3b and 3c give information about the variation in frictional pressure drop every double unit cell 

height within the bed region, for all cases at inlet particle Reynolds number of 27, 55 and 111, respectively. As 

initial remark, simulated frictional pressure drop has to some extent similar trends for all the models and for all 

the three inlet Rep values. 

  

(a) (b) 
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(c)  

Figure 3: Comparison of frictional pressure drop simulated results as a function of Double-Unit-Cell number for 

all cases at different inlet Rep values: (a) 27; (b) 55; (c) 111. 

All the pseudo homogeneous cases show constant Double-Unit-Cell (DUC) pressure drop profiles (∆P/2h*) 

between the second DUC and the last DUC, which are represented by straight lines. The lower values through 

the first DUC are attributed to the redistribution of flow toward the low local porosity regions, mainly near the 

column wall. These variations are of greater extent in the resolved-particle Cases (I and II), which exhibit more 

instability of the DUC pressure drop simulated results within the bed region compared to the pseudo 

homogeneous Cases (III, IV and V). This may be explained by the strong influence of the bed’s textual 

characteristics in the Resolved-Particle cases. Although, for both cases, the simulated DUC pressure drop level 

out in the bulk region of the bed, where any impacts of the bed’s entrance and exit can be eliminated, mainly for 

Case I. For instance, simulated DUC pressure drop profile by Case II is stable between the fifth and the seventh 

DUC, as shown in Figure 3b, which correspond to the eighth and the fourteenth layers, as shown in Figure 2b. 

Therefore, to make an effective comparison between all cases, the DUC pressure drop should be calculated in 

the middle of the bed, to eliminate any entrance and exit effects. 

The bar chart, in figure 4, illustrates the mean relative deviation (MRD) of the predicted pressure drop results by 

the 2D simulations (Cases II, III, IV and V) with respect to the 3D simulations (Case I) for inlet particle 

Reynolds numbers of 27, 55 and 111. 

 

Figure 4: Mean Relative Deviation (MRD) of the simulated pressure drop results in Cases (II, III, IV and V) in 

reference to Case I at different inlet Rep values. 

Overall, Case II and to a lower extent Case V showed the best fits to Case  I, concerning the bulk pressure drop, 

for all the inlet Rep values. In Case II, the MRD was about 3% at inlet Rep of 27, then it increased to around 7% 
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at inlet Rep of 55, being the lowest values, and continued to increase reaching almost 27% at inlet Rep of 111. 

Similarly, the MRD by Case V was about 5% at inlet Rep of 27, and then it rose to around 12% at inlet rep of 

55, being the second lowest values, and increased further achieving nearly 25% at inlet Rep of 111. While, the 

MRD for both Cases (II and V) did not exceed 27% for all the inlet Rep tested, the MRDs by Cases (III and IV) 

did not fall below 39%.These findings can be explained by the wall effects, which is well taken into 

consideration by Case II, through the 2D imaginary geometry, and by Case V, using the ES semi-empirical 

correlation. 

5. Conclusion 

The simulation of the considered five different cases (a Three-Dimensional Resolved-Particle, a Two-

Dimensional Resolved-Particle (conceptual) and three Pseudo-homogeneous and incompressible flow) in a 

packed bed with aspect ratio of 2, for three inlet particle Reynolds numbers of 27, 55 and 111, corresponding to 

the laminar flow regime, was a good contribution to the study of the efficiency of different drag laws when 

implemented in a 2D CFD pseudo homogeneous model and to the investigation of the efficacy of a new CFD 

modeling approach.  

Clearly the comparison of the obtained results, in term of pressure drop, indicated that the proposed approach in 

Case II, using a conceptual geometry, and to a smaller extent in Case V, using the ES correlation, showed the 

best fit to the 3D model where the maximum MRD did not Exceed 27% at inlet Rep of 111. An excellent 

agreement was found at lower inlet Rep values, where the MRDs of Cases II and V varied between 3 and 5% at 

Rep_in = 27 to 7% and 12% at Rep_in=55, respectively. Summing up the results, it can be concluded that 

considering the conceptual 2D geometry or applying the ES correlation in the flow equations when designing a 

packed bed with aspect ratio of 2, may give accurate results with lesser computing time comparing with 3D 

simulations. 

Clearly, future work will be needed to validate our new approach when coupling hydrodynamics with chemical 

reactions.  

As the industry that depends on these type of packed bed reactors with low aspect ratio is becoming more 

concerned all over the world, any additional contribution to its design and/or modeling of various parameters 

will not only lead to technology progress, resulting in significant savings, but will also help to protect the 

environment. 

Appendices 

Appendix A 

The hypothetical 2D unit cell porosity can be defined according to Equation A1 

     
 

 
  

       
              

(A1) 

Where    and         are the surface areas of one circle and the hypothetical 2D unit cell (2D-UC) in the 

conceptual geometry, which may be given by: 

   
 

 
  

 
                       (A2) 

                           (A3) 

Where    is the diameter of a hypothetical circular particle. 

Let the 3D unit cell porosity be given by  

    
 

 
  

      
       

        (A4) 

Where    and        are the particle and the unit cell volumes (in the real bed), which may be given by: 
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                     (A5) 

                             (A6) 

Assuming that     and     are equals, the circle diameter can be derived according to (A7) 

    √
 

  
      

             (A7) 

Appendix B 

To ensure that the results are independent of mesh size, the numerical errors of the simulations were analyzed 

using the procedure provided by (17). Let us first define the representative grid size h, for three-dimensional 

space, by 

  *
 

 
∑ (   )
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  ⁄

    
             (B1) 

where     is the volume of the kth cell and N is the total number of cells used for computations. Three gird 

sizes were selected such that, the grid refinement factors, defined by Equation (B2) and (B3), should be greater 

than 3.  

    
  

  
               (B2) 

 

 

And  

    
  

  
               (B3) 

Then, the expression that defines the apparent order of the method is as follows: 
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            (B4b) 

       (
   

   
)              (B4c) 

In these,     (  )  (  )  and     (  )  (  )  with(  ) , (  )  and (  )  are the simulated 

pressure drop results using the three grid sizes   ,    and   , respectively. 

Finally, the asymptotic pressure drop and its associated Grid Convergence Index on the finer grid (GCI21), may 

be calculated as follows: 

(  )      
(   

 (  )  (  ) )

(   
   )

  
             (B5) 

      
       

   
   

               (B6) 
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