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Abstract:

The importance of intellectual property in economic development is growing. Support vector
machines have produced cutting-edge outcomes in a variety of applications, including
document classification. However, existing study used SVM for the IP classification task but it
did not produce as excellent results as alternative learning algorithms like Random Forest and
KNN. This is because kernel patent classification differs from traditional classification in many
ways. We assess the new methods by classifying the international patent collection of
documents using the Gaussian Kernel Support Vector Machine (GKSVM). This study looks at
how to recognize specific elements in court decision texts automatically and evaluates how
important a role they play. In this paper, we used common classifiers to classify patent
documents. The proposed classification method, GKSVM, yields the best results, and the
evaluation result shows accuracy for the test set sample.

Keywords: automatic classification, Intellectual property, Support Vector Machine, GKSVM,
legal case, patent.

1. Introduction

Intellectual property is a significant element that is held being rightfully protected by a business or individual against
unapproved use by third parties. Examples of this type of asset include charters, patents, logos, and trade confidences
[1]. Researchers from all around the world claim that intellectual property endorses economics, generates
employment, maximises social efficacy, and is important to the modern economy [2]. Related businesses are also
growing quickly and have a sizable market. IP valuation is the first step towards realising an insubstantial asset's
greatest potential. IP assessment provides a widely comprehensible monetary basis for the involvement of intellectual
property to a corporation. The Contemporary Earning Worth Technique, Market Comparative Method, and Cost
Approach are the 3 main conventional approaches for appreciating intellectual property. Unfortunately, conventional
IP estimate tactics are expensive, take quite a while to value, and are challenging to utilise because of the exclusive
nature of intellectual property (IP) and the lack of comprehensive legislation surrounding it. It is significant to note
that a quick, precise, and impartial appraisals using machine knowledge techniques that boost the fundamental worth
of intellectual property [3].

Support Vector Machines (SVMs) are supervised learning representations in appliance learning that have
corresponding learning systems that are capable of statistics analysis [4]. Using sustenance vector machineries, high
accuracy patent categorization systems can be created. To reduce the data dimension, you employ self organizing
maps (SOMs). Neural networks include maps that organise themselves. The L2-norm distance, among other distance
measurements, is used to repeatedly sort the facts based on regular forms and commonalities inside the dataset. This
allows us to create distinct data groupings based on their quality. Neural Network is used as the regression model [5].
A neuronal network is an interconnected system or circuitry of biological nerve cells, or, in the modern sense, a neural

813



International Journal of Multiphysics
Volume 18, No. 3, 2024
ISSN: 1750-9548

network that is artificially made up of synthetic neurons or nodes. Neuronal networks can be utilised in a variety of
sectors; however, in this system, they are primarily used for analysis of regression. Because of the growing constantly
quantity of patents, the breadth of technological domains covered, and the inherent complexities of patent papers,
computerised dispensation and categorization is essential. Machine learning procedures have been effectively applied
to text categorization as well as data retrieval [6]. Patent processing of data, which is a subdivision of text processing,
can benefit from machine learning, particularly patent categorisation and extraction.

This paper employs a cutting-edge machine knowledge approach, known as the Support VVector Machine. The patent
documentation includes numerous items for investigation. These things are categorised into two categories: organised
and unorganised. Patent numbers, filing dates, and beneficiaries are examples of organised group elements, while
unorganised information is provided in a variety of textual content of varying lengths and material, such as asserts,
abstract concepts, titles, and summaries. Some patents papers include patent diagrams which are visual
representations of data that is structured as well as unstructured.

This article focused on patented document categorization and efficiency using several classifiers. The study found
features by assigning scores to each keyword in a patent application using various weighting algorithms. The feature
matrix is then fed into a classifier, and the precision of the classification is observed.

2. Literature Review

In 1997, a researcher stated that patent citation analysis gives information regarding primary referenced patents,
influence index, and technological competence [7]. In a study, it was highlighted how patents used mathematical
knowledge as a means of innovation. In 2003, another author proposed that the application of knowledge can be
utilised to track a firm's technical advancement and diversity [8]. Furthermore, it was found that the used patent records
as a measure of a country's technological speciality. The researcher developed a patent grouping system for
fundamental analysis of technology and tested two simplistic Bayes algorithms with varying vocabulary lengths [10].
With the progress of computer technological advances, computerised sorting of patent documents can be useful.
Technology such as computers can provide automated or partially automatic categorization aid, reducing the
ambiguity and inaccuracies associated with traditional categorisation [11]. At the exact same period of time, it can
lower the examiner’s burden while increasing classification effectiveness. However, according to the present literature
assessment, relevant research remains in the exploratory phase. Some scholars choose to analyse and classify patents
using their abstracts or parts [12].

The two basic parts of it are the deployment of automated learning techniques and data preparation. Additionally, this
article will conduct research using various machine learning techniques and patent components. According to some
academics, the SVM technique performs best when it comes to automatically classifying patents [13].

According to several researchers, in numerous deep learning competitions, the XGBoost approach yields the most
sophisticated results [14]. Researchers most frequently use decision trees and random forests as methods for data
classification [15]. Consequently, this thesis will employ decision trees, XGBoost, SVM, and random forests as
machine learning algorithms. However, other academics pointed out that the assertions could serve as the input
information for the categorization of patents. The researchers stated that the claims component meets the requirements
for patent classification [16].

Furthermore, several researchers stated that the description section frequently contains detailed information about a
single invention that may be utilised for patent categorisation [17]. This is comparable to other studies, which offer a
general patent analysis efficiency of operation, with the exception that each analysis performed has a particular
purpose. According to the author, this approach is complimentary to the invention cycle, and information about
intellectual property assessment has several applications in a variety of industries [18]. The researcher connects the
patent lifespan to copyright-related sources of knowledge and different duties along the analysis of patents process
[19]. They argue that their patent statistics process is a motivated by purpose procedure that includes pursuit tasks,
evaluation duties (micro and macro assessments of business value, technical assessments, and technology
recommendations), along with tracking tasks. In a comparable manner the authors suggest that patent examination
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constitutes a type of patent information that aids the decision-making process They claim that the word "patent
assessment™ has a double significance: the process of considering all of the foregoing and the actual study of the patent
material [20]. They practice the findings to identify three patent assessment tasks: patent investigating, patent
assessment, and patent surveillance, and link the value that data provides from these to the free innovation channel
[21].

Undoubtedly, there are still no satisfactory results from accuracy, and there is still no widespread automated cataloging
of patent credentials. Therefore, the present research on the use of mechanism knowledge to automatically categorise
patent texts is important in terms of its practical position. This research can consequently split a great deal of patent
texts conferring to the conceptual characteristics of those patent documents, which may assist more people understand
the rich technical knowledge. The goal of this article is to automatically identify patent using machine knowledge as
well as text analysis approaches.

3. Methodology

3.1 Support vector machine (SVM)

Support vector machines were created especially for classification into two classes [22]. By utilizing the largest
distance between two class vectors, this approach seeks to create an ideal hyper plane as a decision function. Support
vector machines require input the feature vector on the high dimensional feature space using non-linear mapping. As
the method's initial application, a maximum effectiveness based on decision plane is created to separate the accurate
data [23]. "Margin" refers to the separation between the nearest data points on either side of the hyperplane. The
effectiveness of classification on every side of the plane increases with increasing margin. This paper discusses
automatic classification of intellectual property legal cases and provides an explanation of support vector machines
[24].

Gradient Boosting

The boosting algorithm known as gradient boosting operates on the basis of the phase method as described, in which
a strong learner algorithm is created as a final model by adding several weak learning algorithms that have all been
trained on the same dataset.

The following situations are suitable for the use of gradient boosting:

Regression involves averaging the results produced by the less proficient students.

Classification determining which class prediction appears the most frequently

Because XGBoost and LightGBM are becoming more and more popular, we will examine them both from a
theoretical and practical perspective in order to better understand their benefits and drawbacks.

3.2 XGBoosting (XGB)

The full name of XGBoost is eXtreme Gradient Boosting, proposed by Dr. Tiangi Chen who worked in the University
of Washington in 2014. XGBoost is a tree integration model, which uses the cumulative sum of the predicted values
of a sample in each tree as the prediction of the sample in the XGBoost system

The acronym for Extreme Gradient Boosting is XGBOOST. XGBoost, is integration with tree model that expected a
sample in the XGB system using the sum of the simulated data of a sample in each tree[26]. a highly sought-after and
well-liked algorithm that is frequently referred to as the platform-specific competition winner. The GB Algorithm has
been enhanced by this algorithm. Gradient Boosting Decision Tree Algorithm is the fundamental algorithm. Because
of its strong predictive ability and simple implementation method, it is widely used in machine learning notebooks. A
few of the algorithm's main points are as

* Figure 1 shows how greedily it builds the tree structure rather than constructing it entirely. In contrast to XG
boosting, it divides according to level wise.

* In Gradient Boosting, Taylor's expansion is considered while optimizing the loss function by taking into account
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negative gradients.
* The regularisation term discourages the construction of intricate tree models.

Level-wise tree growth

— s g™ =

Figure 1: Level wise growth in XGB
This paper discusses automatic classification of intellectual property legal cases and provides an explanation of XG
boosting [26]

3.3 Light Gradient Boosting (LGB) Machine

LightGBM was introduced as a solution for the issues in time-consuming with the context of a large, high-
dimensional sample of data [27].Light Gradient Boosting Machine, or LightGBM, is another boosting algorithm. In
the field of machine learning, it is employed. Decision trees in LightGBM are grown leaf-by-leaf, which means that
only one leaf at a time will be grown from the entire tree. as below.

LightGBM /’\

—p -

Leaf-wise tree growth
Figure 2: leaf wise growth in LGB

This paper discusses automatic classification of intellectual property legal cases and provides an explanation of LGB
[27].

3.4 Naive Bayes

A set of probabilities is determined for each class by the probability - based classifier Naive Bayes. The method makes
the assumption that every attribute is independent, which is rarely the case in the real world, and applies the Bayes
theorem [25]. Naive Bayes is a classifier based on probabilities, which means that given a document d, it gives ¢ €

Cthe class c that has the highest posterior probability. We use the symbol » to mean "our closest estimate of the correct
class" in equation (1).

¢ = avgmaxp(c|d) @

ceC

Bayesian reasoning is an idea that has been around since Bayes's work. It was first used to classify text. The idea
behind Bayesian classification is used by the Baye formula to change equation 1 into other probably events that are
used. The Bayes rule comes in equation (2);. It lets us divide any conditional probability P(x|y) into three other
probabilities.
_ POIX)PE)
P(xly) == ()
Then, we can put equation (1) into equation (2) to get equation (4):

¢ = avg maxp(c|d) = argmax% @)

cecC cecC
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We can make equation (15) easier to understand by taking out the term P(d). We can do this because we will figure

OutP(dIC)P(C)
P(d)

best possible class for document d, so it share the same P(d). So, we can pick the class that makes this basic

formula work best:

2 = avg maxp(c|d) = argmaxP (d|c)P(c) (5)

ceC ceC

) for each possible class. But P(d) stays the same for every class because We're always looking for the

The Naive Bayes model is a model that is generative because equation(5) seems to make a claim about a document is
made: first, chosen by a class from P(c), and then chosen by the words from P(d|c). This process could even be used
to make fake papers, or at least documents with fake word counts.
In order to find the most likely class “c for a given document d, we pick the class that has the greatest product of two
probably event: the prior likely outcome of the class P(c) and the likely hood of the document

P(d | ¢) as illustrated in equation (6)

2 = avg maxp(d|c) P(c) (6)

cecC

P(d|c) is Likelihood probability: There is a chance that the information given that a theory is true.
P(c) is Prior likely outcome: Chance of a before the hypothesis looking at the facts.
The predict posterior probability based on the prior probability illustrated in equation 7.

1
P(C=O)T{PXi=x o

P(C=clX=x=

P(X=x)

3.5 The Proposed method Gaussian Kernel- Support Vector Machine method (GKSVM)
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Figure 3: Flow of Proposed method
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Data preprocessing using steerable filters (SF)

Since SF relies on the calculation of the patent legal cases derivative of Gaussians, local orientation maps of a property
can be created using these filters. In essence, SF is a linear combination of the second derivatives of Gaussian
distributions. The following formula (8) computes a 2-dimensional Gaussian at a specific pixel for an image i (a, b).
Equation (9) describes the SF formulations with a direction of 8. While the variable R, which is the deviation of the
Gaussian function, is fixed, the outcome map of an image is created by integrating the outputs of individual SFs with
varied 0 values. The values of 8 in this study vary between 0° to 360° at intervals of 30°. Equation (10) is also used
to compute the final answer map that SFs produce for an image i.

IR.a,h) = = exp = ®)
f(O,R,a,b) = gaqcos?(8) + 2gu,cos(8)sin(0) + g,,sin®(0) 9)
R(a,b) = f(0,a,b,0) *i (a,b) (10)

Where the variances of the Gaussian function is represented by its independent parameterR. Gaussian 2nd derivatives
are indicated by g,4, gq4p, andg,,. *Indicates the convolutional operators sign.

Obtaining patent documentation

Approximately 1750 patent documents were gathered from various websites. Unstructured text is extracted from these
documents. Given that the data were in HTML format, we were able to extract the contents of patent documents using
GKSVM.

Sorting and pulling out terms

In this paper, we took the words out of each document, tokenized them, and got rid of any stop words. For each word
or term, we used Porter's stemmer to split the stem part from the affix part. This was done because stemming helps
people remember things. Then, an inverted index is made that shows the list of words (vocabulary), how often they
appear, and how many times they were posted.

Grouping

We used the Support Vector Machine (SVM) [24], Naive Bayes (NB) [25], XG Boosting (XGB) [26] and Light GBM
(LGB) [27], and classifiers to classify the patent documents. A probabilistic unigram model was employed to
categorize the patent documents. According to this model, sample ‘X' belongs to class 'y', which has the highest
probability and the least amount of risk. 10% of the documents in each class were used as samples were tested, and
remaining 90% were used as training samples.

Gaussian Kernel SVM (GKSVM)
The first thing we look at is the use of support vector machines for classification. Equation (11) is utilized on the
designated pattern's labeled training data.

m
{(aj,b]-)}j =1 (11)
Usingb;e{—1, +1}, a;er™. Applying a kernel to data points is explained in equation (12).
K(a,c): ()2 > r (12)
Equation (13), when reduced, is used to find the hyper plane that optimally separates the data. It is the internal stresses
®(c) » @(a) in an unachieved feature space that may be high dimensional. Equation (14) aids in our optimization in
the dual form. Equation (15) provides the sign (H(a)) that represents the decision function.
7(&,v) = DXL & + S Ivll? (13)
V(a) = ;nzj aj - 1/2 Z]L ajaibjbi K(aj, ai) (14)

818



International Journal of Multiphysics
Volume 18, No. 3, 2024
ISSN: 1750-9548

H (a) = X1 ajb; K(aj, a;)+y (15)

For the sake of clarification, there is a small infraction of notation: the attributes a,: L € {1,2,3,4, ...., N}shall be
referred to as SVM. In order to classify a single point using a kernelized SVM, N kernel computations are typically
needed, and all N-SVM must be retained. Since K (a, ¢) = (a, ¢). we can perform better with linear kernals. H(a) =
(v,a) +y, where v =3}, «; ba;,, can thus be expressed as H (). Combining KSVM's strategies with
computational evolutionary concepts, GKSVM is a hybrid highway surface recognition method.

The optimization method increases KSVM's classification accuracy for highway surface conditions and is modeled
after Gaussian behavior in natural contexts. Gaussian Kernel Support Vector Machine (GKSVM) successfully tackles
the problems of fracture detection on patent by employing this hybrid technique. Because of its adaptability and ability
to manage complex datasets, it holds great promise as a tool for enhancing highway safety through the timely
identification of problem areas and maintenance decision-making. Algorithm 1 presents the suggested approach.

Algorithm 1: Gaussian KSVM

Step 1: Import necessary libraries
andimportnumpyasnp
fromsklearn. svmimportSVM
fromsklearn.model_selectionimportpatent_test_split
fromsklearn. metricsimportaccuracy_score
Step 2: Define the GKSVM class
Class GKSVM:
def _init__(self,C = 1.0, kernel = 'rbf’, gamma = "scale’):
self.C = C
self.kernel = kernel
self.gamma = gamma
self.model = None
deftrain (self,X_train,y_train):
self.model = SVC(C = self.C, kernel = self.kernel, gamma = self.gamma)
self.model. fit(X_train, y_train)
defpredict(self,X_test):
returnself.model. predict(X_test)
Step 3: Load and preprocess the datavalue
Step 4: Split the datavalue into training and testing sets
X_train, X _test, y_train,y_test = train_test_split(X,y, test_size,random_state)
Step 5: Initialize and train the GKSVM model
gfo_ksvm = G_KSVM ()
g_ksvm.train(X_train, y_train)
Step 6: Make predictions on the testing set
y_pred = Gksvm.predict(X_test)
Step 7: Evaluate the model
accuracy = accuracy_score(y_test,y_pred)
Print ("Accuracy:", accuracy)

Data set: This study's data obtained from law offices. This work refines the GKSVM to the actual patent
classification problem, which may help lawyers make data-driven decisions in patent cases. 94 original data points
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in total were split up into testing and training datasets. Table 1 displays the data distributions.

Variables Legal cases Expression Max Min Avg

M Month of the Jan to dec 10 1 6.1
case

IPC-M Patent 8 Categories 8 0 4.5
documents in
different
country

cC Three types Invention, Utility, design patents 3 1 1.3
intellective
property

CC-M Rights in One rights in patents 25 1 2.8
patents

CL Identity of Public,medium,person,court 4 1 3.42
clients

AC Scale of Authorized capital 2,45,000 0 4569000
resources

A Law office Small, large, medium, law office 4 2 4.55

Table 1: Intellectual legal property based on dataset

Gaussian Kernel ¢ and Intellectual property C

Since  Gaussian kernel SVM has outstanding learning performance, it is widely used.
The feature space will be mapped with samples to determined by the kernel width o, which also has a significant
impact on classification accuracy. When ¢ — 0, all training samples can be classified correctly; however, the learning
machine's generalization performance is poor, making SVM incapable of classifying new samples. When g — oo, the
entire sample set is trained with classified as a individual class.
There is a mathematical explanation for this property. The feature space are mapped with samples using function ¢(x).
When g—o0, Equation (16)

k(Zi'Zi‘) = k(Zj‘Zj‘) =1
k(Zi’Zj‘) = 1
[P (zi) = p(zDIN2 = k(zi, zi) — 2k(zi, zj) + k(z], zj) || (16)

When ¢—0, it is simple to find
k(z,2;) = k(zj,2;) = 1

k(Zl"Zj') =0 (17)
Equation (16) becomes
¢(zi) — p(z))]2 = 2 (18)

Equation (18) shows that any two samples in feature space are separated by V2 when ¢ — 0. To ensure accurate
classification of all the training data, samples belonging to the same class will not aggregate and will be classifier as
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a single class. But because of over-fitting, the system is unable to categorize fresh samples and as equation (19) can
be illustrated as

lp(z0) — dp(zpl|2 =0 (19)

According to equation (19), once samples are mapped to feature space, they become identical points with no
separation between them, when o — co. As a result, all samples will be categorized into a single class, making it
impossible for the computer to differentiate between the training set.

4. Result Analysis and Discussion

To compare the experiment's results, a number of indicators are required. The likelihood that the classifier will yield
accurate predictions is referred to as the accuracy rate. The recall rate is the proportion of a given document
classification's accuracy to all documents in that category within the document. The related documents are obtain
divided by the total documents are obtained is the precision value. It predicts the obtained system's accuracy. The
performance is better when the value is higher and closer to 1. Typically, we evaluate the impact of classification
using accuracy.

Here the expression:

* Recall = (correct classification with patents count) / (count of patents that should fall into this category).
*Accuracy = (correct classification with patents count) / (all the patents documents in this experiment)

* Precision = (count of patents to be classified in this category) / (correct classification with patents count).

Accuracy

We assessed each classifier using the balanced F-measure, recall, and precision of existing techniques like SVM, NB,
XGB, and LGB. As indicated in Table 1, a classifier model was derived by importing 1750 patents in order to compare
the efficiency of the suggested methodology. We discovered that 10% of the total samples are test samples and 90%
of the samples are training samples. The likelihood that the text classification will yield accurate predictions is referred
to as the accuracy rate.

Accuracy examines the percentage of events that are reliably and effectively classified. Table 2 and Figure 5 show the
accuracy's outcome. Our suggested method was superior to the current SVM (90.7%), NB (75.4%), XGB (85.4%),
and LGB (88.7%) methods were GKSVM (96.5%). Comparing the different scenarios, GKSVM, new techniques, the
effectiveness patent has been greatly enhanced.

Training Methods Test set
Accuracy (%)
SVM 90.7
NB 75.4
XGB 85.4
LGB 88.7
GKSVM [Proposed] 96.5

Table 2: Result value of Accuracy
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Figure 5: Accuracy

The precision measure indicates the proportion of precise patent legal documents; Figure 6 and Table 3 present the
findings. In contrast to the current approach, which uses SVM (90.2%), NB (73.4%), XGB (84.8%), and LGB (85.6%),
We suggested using a higher GKSVM of 95.7%. When compared to existing techniques, the new proposed approach,
GKSVM, has greatly enhanced intellectual property legal case test set prediction.

Method Precision (%)
SVM 90.2
NB 73.4
XGB 84.8
LGB 85.6
GKSVM [Proposed] 95.7

Table 3: Result value of Precision

Precision(%) |

Recall

20

40

60

80

Figure 6: Precision

100

Out of all real positives, recalls indicate the proportion of true positives that are successfully recognized. Table 4 and
Figure 7 show the recall's outcome. Our proposed approach, GKSVM (95.1%), outperformed the current methods,
SVM (90.1%), NB (72.1%), XGB (84.2%), and LGB (88.2%). Consequently, it is advised to employ the proposed
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methods, The description will be used by GKSVM as the classifier's input data and in the patent's automatic
classification.

Method Recall (%)
SVM 90.1
NB 72.1
XGB 84.2
LGB 88.2
GKSVM [Proposed] 95.1
Table 4: Result value of Recall
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50 | ﬂﬂﬁ—’i
-.-1_,.-::____.--"'*-
- - -
80 | e L -
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50 F P XGB :
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40 ’," = &= GKSVM | |
”
|-
30

Figure 7: Recall

F-Measures

Compares the uneven margins of SVM's F-measure results with the standard SVM's. As we can see, the Precision
obtained by the standard SVM (1 = 1) was significantly higher than the Recall. On the other hand, the SVM with
uneven margins produced a higher F1 and balanced Precision and Recall. Using the F-measure on the 110 data points
of F1, we were able to determine that the difference's mean was 0.0482 and that its 95% confidence interval was
[0.0421, 0.0542]. With uneven margins, the GKSVM produced a statistically significantly better F1 than the SVM (t
=15.75 and P < 0.0001). Table 5 and Figure 8 show the F-Measure's outcome. In way of comparison to SVM (90%),
NB (73.2%), XGB (83.8%), and LGB (87.5%), which are the current methods We proposed using a higher GKSVM
of 95.5%. When compared to existing methods, the proposed approach, GKSVM, has significantly improved
intellectual property legal cases effectiveness prediction.

Method F-Measures (%)
SVM 90
NB 73.2
XGB 83.8
LGB 87.5
GKSVM [Proposed] 95.5

Table 5: F-Measure's outcome value
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Figure 8: F-Measures with other methods
Conclusion
The enormous volume of data has drawn the serious attention of many researchers to the automatic classification of
intellectual property legal cases based on SVM. A database containing documents from the international patent
collection is called international patent documentation. About 1750 patent documents were collected from various
subclasses with different websites; 90% of the documents were used as training samples and 10% as test samples. We
used the F-measure, accuracy, precision, and recall metrics to evaluate the classifier model's performance.
Furthermore, we noticed that the performance of certain classifiers improved with an increase in features, and the
suggested method GKSVM was evaluated in terms of time and accuracy, yielding efficient results such as accuracy
(96.5), precision (95.7), recall (95.1), and F-Measures (95.5).All things considered, the GKSVM patent classification
presents an intriguing chance for the ML community to advance the techniques and systems because of its more
difficult nature.
In the future, it would be interesting to study other types of machine learning datasets with GKSVM. We could use
encryption to incorporate categorical variables into our model. Future work could also incorporate additional
information preprocessing methods to enhance the SVM.
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