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Abstract 

This project mainly focuses on the study of word guessing games, 

analyzing factors such as the popularity of the game, the playability of the 

game itself, the difficulty of the game itself, and the game effects of the 

participants. Firstly, analyze the useful attributes from the words and 

whether these attributes have an impact on the proportion of game score 

results reported on that day. Secondly, clustering models are used to 

automatically partition words, and the difficulty is divided into two levels: 

simple and difficult. The machine learning xgboost model is used to 

evaluate the model through confusion matrix, accuracy, recall, and F1 

value. The study found that the total number of reports is consistent with 

the trend of the number of reports in hardcore mode. The popularity rapidly 

increased in the early stage and gradually decreased in the later stage, 

which means that the loyalty of players has basically been washed away, 

and the remaining are mostly people with great potential to continue 

playing. 
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1. Introduction 

"Wordle" is currently a popular puzzle provided by The New York Times every day. Players try to guess a five 

letters word six times or less in a short amount of time to solve this puzzle, and receive feedback on each guess. 

After you submit the words, the color of the tiles will change. The yellow block indicates that the letters in the 

block are in the wrong position within the word. The green block indicates that the letters in the block are in the 

correct position within the word. The gray block indicates that the letters in the block are not included in the 

word at all. This game has different difficulty levels: regular mode and hard mode. The reason why hard mode is 

more difficult than regular mode is that when players guess the correct letters in hard mode, these correct letters 

will be used as prerequisites in the rest of the game. Many players will upload their game data on Twitter, and 

although the data is consistent with the guessing results, it cannot be ruled out that the results are affected by 

rounding, so the guessing results relying on Twitter data still need to be reviewed. .
[1,2]

 

Regarding the issue of "Wordle", we use data generated by MCM between January 7, 2022 and December 31, 

2022, and provide specific solutions using machine learning and related models. 
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Machine learning is a branch field of artificial intelligence, and an important concept in machine learning is 

generalization ability, which refers to the model's ability to perform well when processing unseen data. Machine 

learning is a branch field of artificial intelligence, and an important concept in machine learning is 

generalization ability, which refers to the model's ability to perform well when processing unseen data. As a 

machine learning method with strong generalization ability, ensemble learning can fully utilize the 

complementarity of multiple learners, avoid overfitting problems of a single learner, and improve overall 

performance. Through ensemble learning, the prediction results of multiple models can be combined to obtain 

more accurate prediction results than a single model, thereby improving the generalization ability of the model. 

Boosting algorithm, as a typical ensemble learning method, improves the overall performance of the model by 

training multiple weak learners and combining them with weights. 

2. The Trend of Game Popularity over Time 

2.1 Model establishment and Solution 

Based on the results reported by the New York Times for the “Wordle” game, we will build a model to explain 

the variation in the number of reported results, and create a prediction interval. In this paper, we choose to use a 

time series forecasting algorithm, using the Arima model, As shown in Figure 1. where the dependent variable is 

the number of reported results, and the independent variables are Date, Contest number, Word of the day, 

Number of, reported results, and Number in hard mode. 

  

Figure 1. Analytical flow chart 

ARIMA model Basics: A model built by transforming data into smooth data by differencing, and then regressing 

the dependent variable on only its lagged values and the present and lagged values of the random error term. It is 

denoted as ARIMA(p, d, q).
[3,4]

 

ARIMA(p,d,q) parameters: where AR is autoregressive, p express autoregressive order. d express trend 

difference order. MA is "sliding average", q express moving average order. 

First look at how the series has changed over time. 

 

Figure 2. Number of reported results time series diagram 

As shown in Figure 2, we can find that at the very beginning, the game's popularity rose and even rose above 

350,000, but after that the image showed a very steep decrease, the game's popularity decreased and people 

gradually became tired of participating in the game, and then the number of participants in the game gradually 
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decreased, but the trend tended to level off until the end of 2022. It is foreseeable that the game's popularity will 

still decrease, but it will also still decrease with a smooth trend. 

A time series model can be used to predict the number of game participants in the later period, and an ARIMA 

model is established for the prediction of the time series, with a test set of 30 samples, and a second-order 

difference is performed on the series to test that the series is smooth and non-white noise series, a and to view 

the autocorrelation and partial autocorrelation plots. 

 

(a). autocorrelation plot 

 

(b). partial autocorrelation plot 

Figure 3 Autocorrelation and partial autocorrelation 

The concluding model can be derived as shown in Figure 3(a), 3(b) above: ARIMA(8,2,4) and the coefficients at 

ma2 and ma3 are removed to 0. The coefficients after the model is established are. Model results as shown in 

Table1. 

Table 1. Detail of ARIMA(8,2,4). 

ar 1 ar 2 ar 3 ar 4 

-0.4433 -0.0699 -0.0181 -0.9902 

ar 5 ar 6 ar 7 ar 8 
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-0.3576 -0.1362 -0.3360 -0.3998 

ma 1 ma 2 ma 3 ma 4 

-1.1898 0 0 1.1980 

The model residual series are non-white noise series. as shown in Figure 4. 

 

 

Figure 4. Residual sequence test 

The AIC and BIC of the model are 6261.25 and 6305.61 respectively. At the same time, the errors of the 

comparison test set after 30 days are predicted as shown in Table 2. 

Table 2. Model’s accuracy 

 ME RME MAE 

Training 774.060 8019.418 4502.187 

Test 2390.544 2972.621 2617.973 

 MPE MAPE MASE 

Training 0.752 5.676 0.738 

Test 10.359 11.751 0.429 

As shown in Figure 5 the original data graph, model fitting value and model prediction value of the time series 

model. It can be seen from the figure that the trend of the fitting sequence has great similarity with the trend of 

the real sequence, which shows that the fitting effect is good. 

 

Figure 5 Prediction of ARIMA(8.2.5) 

So the model is finally determined as. 

𝛻2𝑥𝑡 =
;1.3893𝐵:0.4184𝐵2

1:0.3149𝐵:0.2522𝐵2:0.3165𝐵3:0.3013𝐵4
𝜀𝑡 (1) 

Using the model to project backwards 60 days yields a result of 15180, which means that the total number of 

people reporting results on March 1, 2023 will be in a range of 15180 or less. 

2.2 Parse available attributes 
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The percentage of each score in the hardcore mode visually expresses the difficulty of the question. The 

attributes of words that can be visually linked to the difficulty of a topic are first and foremost how commonly 

the word is used in life and the cultural trends of the time. Google's Google Books Ngram Viewer provides the 

Ngram data of some of the books scanned and digitized by Google Books (4% of the books published by 

humans), in which the frequency of words in a large number of books after 1800 is counted, which is precisely a 

form of life and culture, and can be searched to get the frequency of the word in a certain period of time by 

targeting specific time periods and words. This is a good way to show the frequency of words in common use, 

and solves part of the problem of how to quantify the difficulty of wordle questions. 

By grabbing the packet to get the interface and parameters of the website request word frequency, by forging 

parameters to all words in the table can be requested to obtain the word frequency of all words, the data obtained 

is a very small percentage of decimal, just need to enlarge the data can be. 

In addition, after playing one or two rounds of the wordle guessing game, it can be found that another factor 

affecting the difficulty of the questions is whether there is a repetition of letters in the words and how many 

repetitions, and this kind of doubt deepens the difficulty of guessing words when the words are finally found to 

be rare words. To address this issue, the number of repetitions in each word can be counted as an attribute of the 

word, and this attribute may indirectly affect the difficulty of the question. 

This yields the two word attributes used for analysis. 

2.3 Model establishment and analyze 

After deriving the two attributes of frequency of word use and number of letter repetitions respectively, seven 

linear regression models were made with the number of each attempt as the dependent variable and the two 

words attributes as independent variables.
[5,6]

 

𝑦 = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 +⋯+ 𝛽𝑘𝑥𝑘 + 𝜀 (2) 

The following table shows the coefficients and p-values for the two attributes of the seven models mentioned 

above, from which a glimpse of the effect of these two attributes on the percentage of attempts can be obtained. 

Table 3 Linear regression model’s result 

 Frequency of use Letters Repeated Count 

 Coefficient P value Coefficient P value 

1 try 0.0014 <0.001 0.1760 0.038 

2 tries 0.0115 <0.001 2.7358 <0.001 

3 tries 0.0343 <0.001 14.6154 <0.001 

4 tries 0.0357 <0.001 28.0301 <0.001 

5 tries 0.0192 <0.001 24.4733 <0.001 

6 tries 0.0080 0.0160 0.0080 <0.001 

7 or more 0.0016 0.2410 3.6712 <0.001 

The magnitude of the p-value is usually used in linear regression to reflect whether the variable is statistically 

significant or not. It represents the probability that the regression coefficients in the regression analysis are 

randomly occurring. When the p-value is less than 0.05, we can consider the variable to be statistically 

significant, which means that it is closely related to the significance of the results. As shown in Table 3. 

The significance of the number of attempts on the frequency of word use and the number of letter repetitions can 

be found in the p-value. It is obvious from the above table that for the frequency of word use, excluding the first 

attempt based on luck alone, the fewer the number of attempts, the more significant the effect of the frequency 

of word use on the guessing of the question, because after the first attempt to learn the existence of the letter, 

everyone will go to associate the common words in life. Given that the coefficients are all positive, it can also be 

interpreted that commonly used words are more likely to be guessed in the first few attempts. 

Similarly, the number of repetitions of letters can be interpreted in such a way that as the number of attempts 

increases, the more significant the effect of the number of repetitions of letters in the word on the guess, given 
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that the coefficient is positive, it can be understood that the more repetitions of letters in the word the easier it is 

to be guessed in the middle and later stages, because most of the first one or two guesses are only to determine 

which letters are present in the word and do not identify how many of that letter there are, so It is only after the 

first second or even third attempt that a range of answers can be roughly determined, whereas in the case of 

commonly used words, they can quickly be attempted based on this range. 

3. The Trend of Game Popularity over Time 

3.1 Parse available attributes 

Mean Square Error and Mean Absolute Error are two commonly used measures of prediction model accuracy. 

They can both be used to measure the difference between the predicted and true values, but there are some 

differences in how they are calculated and how sensitive they are to error. The mean squared error is the average 

of the squares of the differences between the predicted and true values, and is calculated as. 

𝑀𝑆𝐸 =
1

𝑚
∑ (𝑦𝑖 − 𝑦̂𝑖2)𝑛
𝑖;1     (3) 

Where n is the number of samples in the data set, yi is the true value of the ith sample, and ŷi is the predicted 

value of the ith sample. the smaller the value of MSE, the more accurate the prediction model is. MSE has good 

mathematical properties and is commonly used in optimization algorithms. 

The Mean Absolute Error is the average of the absolute values of the differences between the predicted and true 

values, and is calculated as follows. 

𝑀𝐴𝐸 =
1

𝑚
∑ |𝑦𝑖 − 𝑦̂𝑖|𝑛
𝑖;1     (4) 

The smaller the value of MAE, the more accurate the prediction model is. In some scenarios, MAE is more 

intuitive and easier to interpret than MSE because it indicates the absolute magnitude of the mean error rather 

than the squared magnitude. 

3.2 Model establishment and analyze 

The two attributes that have an impact on the difficulty of guessing have been extracted from the words, but it is 

obviously not enough to infer the percentage of each attempt through these two attributes alone, as the 

alphabetical arrangement of the words themselves will more or less also affect the difficulty of guessing and 

thus the percentage of different attempts on that day. -26 for a total of 5 fields. 

On this basis, assuming that the difficulty of daily guesses is completely independent of each other, and the 

percentage of attempts in the first few days is completely independent of the percentage of attempts in the next 

few days, a model can be built to predict the percentage of attempts in a certain day in the future by building a 

total of 7 xgboost regression models to predict the respective percentage of each kind of attempts, and finally by 

normalizing the sum of the percentage to 100%. 

The core principle of XGBoost
[7-11]

,An integrated learning algorithm that can be used to solve regression and 

classification problems, is to build a decision tree model by Gradient Boosting. Unlike traditional decision trees, 

each decision tree of XGBoost is composed of multiple leaf nodes, each of which corresponds to a prediction 

value. The prediction result of the model is the sum of the prediction results of all decision trees. 

After the models were built and tuned, the MAE and MSE of the seven models were calculated separately from 

the test set and compared with the accuracy of the results by means of graphs and lines. 

Table 4. MAE and MSE of every XGBoost model 

 1try 2tries 3tries 

Training 774.060 8019.418 4502.187 

Test 2390.544 2972.621 2617.973 

 MPE MAPE MASE 

Training 0.752 5.676 0.738 

Test 10.359 11.751 0.429 
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As shown in Table 4. The highest mean squared error is the one with 3 attempts, and the mean squared error is 

only 22.37. The comparison between the prediction results and the test set shows that the prediction results are 

very close to the actual values in most cases, which shows that the model is effective in non-extreme cases. The 

model is valid in non-extreme cases. Model prediction effect as shown in Figure 6. 

 

Figure6. 3tries XGBRegression model’s prediction 

Combine the above 7 models to predict the distribution of the percentage of attempts on the day of March 1, 

2023 represented by the title "EERIE", minimize the letters of the word and extract the number of letter overlaps, 

then find the frequency of the word on Google Books Ngram Viewer, and finally The code for each letter in the 

word is passed into the model. 

The predicted results are shown in Table 5. Similar to the data given in the title, given the rounding, the 

summation is 101%, the number of attempts is mainly concentrated in 4/5/6, and the number of people who 

cannot guess is relatively small. 

Table 5. EERIE’s distribution 

 1try 2tries 3tries 4tries 

Distribution 0 3 14 28 

 5tries 6tries 7 or more  

Distribution 34 20 2  

4. Classify and Grade the Characteristics of Words and Predict the Difficulty of Words 

The most intuitive way to express the difficulty of a question is to observe and compare the results, because 

objectively, the difficulty of a question is summarized and defined by all participants for the whole, as it is for 

“wordle” questions. The 7 different attempts given in the question represent the scores, which also represent the 

difficulty of the question for the guessers. 

Hierarchical clustering is performed with all attempts as variables. Hierarchical clustering creates a hierarchical 

nested clustering tree by calculating the similarity between data points of different categories. 

In a clustering tree, the original data points of different categories are the lowest level of the tree, and the top 

level of the tree is the root node of a cluster. Hierarchical clustering can make up for the shortage of 

K-means,
[12-15]

 and hierarchical clustering does not need to determine the K value in advance, and can handle 

irregular scatterplots. Meanwhile, the contour coefficient is an index used to evaluate the good or bad clustering 

effect. It can be understood as an index describing the clarity of the contours of each category after clustering. 

The contour coefficient indicators are as follows. 

𝑆(𝑖) =
𝑏(𝑖);𝑎(𝑖)

𝑚𝑎𝑥*𝑎(𝑖),𝑏(𝑖)+
     (5) 

Its value range is [-1,1], the larger the contour coefficient the better the clustering effect.The distance between 

clusters is calculated using the ward method with the following equation.
[16,17]

 

𝑑(𝑢, 𝑣) = √
|𝑣|:|𝑠|

𝑇
𝑑(𝑣, 𝑠)2 +

|𝑣|:|𝑡|

𝑇
𝑑(𝑣, 𝑡)2 −

|𝑣|

𝑇
𝑑(𝑠, 𝑡)2               (6) 

After the model was established, the two most important indicators were output using PCA principal component 

analysis in order to draw a scatter plot to visualize the results of clustering classification. The difficulty was 

divided into three stages: easy, medium, and difficult, and the clustering profile coefficient obtained using the 
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ward method of hierarchical clustering was 0.3538, while the clustering results were presented in the form of 

scatter plots as shown in Figure7. 

 

Figure 7. Scatter plot of clustering division 

It can be seen that the difficulty accounts for the right half of the graph, but the percentage of easy difficulty is 

very small. For the convenience of classification, the following will merge easy and medium difficulty into easy 

difficulty, with only two modes of easy and difficult. The clustering contour coefficient obtained after 

re-clustering division is: 0.4199, compared to the clustering contour coefficient of three levels of difficulty, the 

clustering contour coefficient of two levels of difficulty has been improved, while the scatter plot is shown as 

follows. 

The simultaneous spectral clustering diagram is as shown in Figure 8. 

 

Figure 8 Pedigree cluster map 

In total, the chart is divided into two categories, orange for easy difficulty and green for hard difficulty. 

Finally, to prove the validity of the clustering model, it is sufficient to see whether the total percentage of 

attempts for the two difficulties corresponds to the characteristics expected for that difficulty. The average of the 

number of attempts for each of the two difficulties is found as shown in Table 6. 

Table 6. Average of every tries based on different difficulties 

 1try 2tries 3tries 4tries 

Hard 0.3287 3.1575 15.3287 30.1095 

Easy 0.6415 7.6792 27.8537 34.8632 

 5tries 6tries 7 or more  

Hard 28.5958 17.3972 5.0821  

Easy 20.2311 7.4905 1.2405  

As shown in Figure 9.It can be clearly seen that the number of attempts under the simple model is significantly 

less than the difficult model, mainly concentrated in 3 to 5 times, and 6 times and did not guess out has been 

very little, try 6 times to guess out of the proportion of basic before and after 7%, the difficult model is the first 

few times to guess out of the proportion of less than the simple model, the proportion of late guessed and not 



International Journal of Multiphysics 

Volume 18, No. 2, 2024 

ISSN: 1750-9548 

 

239 

guessed is obviously greater than the simple difficulty. In this way to separate the degree of difficulty is a certain 

effect, but the difficulty is only divided into two levels in some cases is not fine. 

 

Figure9 Line chart of every tries based on different difficulties 

5. Analyse the Data Provided 

From the beginning of 2022 to the end of the year, wordle games experienced a high level of heat for several 

months and then a steady decrease in heat, both in terms of the total number of reports on Twitter and the 

number of reports in hardcore mode only in general, but in fact, the proportion of reports in hardcore mode did 

not drop or remain the same, twenty continued to rise and then stabilized in a certain range. As shown in figure 

10. 

 

 (a) Number of reported results 

 

 (b) Number of hard mode 
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 (c) Number of hard mode percentage 

Figure 10 Number of reported results and hard mode with it’s percentage 

For this game, the flow is then as follows, and perhaps a complex network dynamics model can be built for this 

case using a similar style to the infectious disease model,
[18-20]

 with the following transformed flow. As shown in 

figure 11. 

 

Figure 11 Infectious disease model’s flow chart 

6. Conclusions 

First of all, for the number of reports reported every day, choose time series prediction to build a time series 

Arima model, or timing data sliding window conversion (data processing) + machine learning regression to 

predict. Or it can be used for regression prediction. Because variables are the number of reported results, 

independent variables can be dates, competition numbers, words of the day, the number of reported scores on 

the same day, and the number of players in difficult mode. It involves looking for the attributes of words, such 

as the length of words, word frequency, the structure of words (referring to the consistency between the 

pronunciation and spelling of words), etc. After the word attributes, it can be correlated to the percentage of the 

report. The models used include correlation analysis, regression analysis, etc. 

Next, we use the xgboost model to predict the proportion of future date scores and the proportion of the word 

EERIE on March 1, 2023. The question requires this relevant percentage result, that is, the prediction 

probability obtained by each classification, and the largest prediction probability represents the classification 

result, so there is no need to pay attention to the classification results, but on the prediction probability of each 

classification, and finally, the model is advanced by confusing matrix and accuracy, accuracy, recall rate and F1 

value. Evaluate, and the evaluation results represent our confidence in model prediction.  

Finally, we use cluster analysis to automatically divide words, and then look at the characteristics of each 

attribute of the corresponding classification, so that we can summarise the attributes of each difficulty. 
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